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1. UCT High Performance Computing

What is HPC?

How fast is it?

Is it easy to use?
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1. UCT High Performance Computing

What is HPC?
The aggregation of computing resources.

How fast is it?
Depends on your use and the application.

Is it easy to use?
“Yes” but a slight mindset change.
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2. How do | get access to UCT HPC

http://lhpc.uct.ac.za

Apply for an account

Download a Word document, complete and upload via
the web page.

2 minutes.
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http://hpc.uct.ac.za/

2. How do | get access to UCT HPC

Who can get access?

MSc and above get access to the standard partition.
Undergrad and Honours may access the older nodes.

The HPC cluster is intended for research, not course
work.
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3. How do | log into UCT HPC?
There is a web based dashboard...
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Home About us Documentation Support and Capabilities Policies Apply for account
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CLUSTER I_OAD Hold mouse over bars and indicators for more info. Lamp status

Partitions

lpds lise swan

Partitions

lpds lise swan

Partitions

pds lise swan

But there is no GUI

What does this mean???
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3. How do | log into UCT HPC?

You need to have a basic understanding of

Linux:

& sruslshpc00L.uct-acza - PulTY

newbie@hell:~>hello?

P the package that contains the binary:
command-not-found hello?

-bash: hello?: command not found

newbie@hell:~>how do I use this?

he package that contains the binary:
command-not-found how

-bash: how: command not found

newbiefhell:~>aargggh get me out of here!
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If 'hello?' is not a typo you can run the following command to looku

If 'how' is not a typo you can run the following command to lookup t

If 'aargggh' is not a typo you can run the following command to look

up the package that contains the binary:
command-not-found aargggh

-bash: aargggh: command not found

newbie@hell:~>]
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3. How do | log into UCT HPC?

Don’t panic! We have training courses.

....

About Us Documentation Support and Capabilities

Support

Resources
HPC eResearch runs two courses to assist UCT researchers with high performance computing
Dashboards

* Introduction to Linux for High Performance Computing. Performance Graphs

» Advanced Course in High Performance Computing. Training
Emails will be sent out during the year indicating course dates and how to reserve a space.
For self study purposes you may download the course material below:

¢ |ntroduction to Linux for HPC

e Advanced HPC
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4. What is available?

2464 CPU Cores
X2 Tesla GPU Nodes, x4 Tesla M2090 Cards

x2 Tesla K40, K80 Nodes,Tesla P100 Nodes

x2 1TB Memory Nodes
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4. What is available per user?

Basic allocation is 120 cores.

This can be boosted if the cluster is under-
utilized.

Wall time is 3 days per job on default partition.

UCT HPC is a free, shared resource.
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5. How much storage can | access?

Home Directory: 20GB

Scratch (policy): 100GB default, up to 10TB,
but this is a temporary resource.

11 UCT _e)

[@' UNIVERSITY OF CAPE TOWN
I'\_\_/_"' YUNIVESITHI YASEKAPA « UNIVERSITEIT VAN KAAPSTAD
eResearch




6. Can | get access to more resources?

Slurm Workload Manager

Different partitions:
Longer wall time but fewer cores.
More cores but shorter wall time.

Buy in model
Collaboration, not pay to play.

CIFS storage

Limitations and real $$%.
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7. Stats and citations

Since inception, 2009:

Assisted 500+ Researchers.
Run 3 million+ jobs

Computed 29 million CPU hours

Acknowledged in 139 publications
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8. Software

R

PYTHON
GALAXY
CMECOVC+4G++
GATK
FORTRAM
HYPHY
QIIME
MATLAB
NEXTGEMSEQ
PLINK
PERL
BLAST
JAMA
SESKA
CUDA
SANMTOOLS
BWA
STATA
GROMACS
NANMD
NETCODF
GAUSSIAN
VCFTOOLS
ABAQUS
OPENMPI
ANNOVAR
LSO NA
ROMS
OCTAWVE
FREESURFER
VASP
GALFACTS
FASTOC
DL_POLY.
AMBER
EMMAX
ADMIXTURE
PYRAP
ADNMB
NASP

YND
MRBAYES
NUKM Py

FSL
MOMNTBLANC
OPENFOAM
EMBOSS
WELVET
UPARSE
EIGENSOFT
PICARDTOOLS
GCTA
SMALT
TRIMMOMATIC
FASTX
ELEMENTAL
MELD
MEGA
CRLUX
GEODYN
BOWTIE
PRIMSEQ
coo
SNPEFF
SCIPY

MWD LA

VWRF
PCSWMM
BCFTOOLS
BOLT-LKM
MHCPRG
MUSCLE
NGS

ROOT
CUFFDIFF
IMPG-5UMMARY
FASTTREE
FrCuDa
SRl

ANSYS
ESPRESS0O
PCGC
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MATTERHORN
OPENMP
TINKER
UNAFOLD
DECONSEQ
ANALYSIS
METAL
LS NA
SPIDER
ONETEP
ELAI
SPOLPRED
STREL KA
CYTHOMN
SNPTEST
ADWMIXTOOL
MULTINEST
PEAR
SCAPEL
BIOPERL
0s
TOPHAT
GlZ&++
LD-SCRORE
DL

TABLI
OPENMM

CHROMOPAINTER

BIOEDIT
NCAR

NCO
GAUSSIANDS
WARSCAN
MULTIMEE
G5L

PAUP
CO-HIT.
BOWTIEZ
DL
NCBLTOOLS
MPRICC
FASTQ
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DEPTHMAP
PYFASTA

G

CERM

RSEM
LOFREQ
SUPPORTMIX
QUANTUM
ANCGWAS
PROGRESSNMECACTUS
CORTEX
BIOPYTHON
TBP

LAKMPLD
PCADMIX
MG

MOSES
GWAS

KMPI
ARTENIS
SEQUENCE
CUMMERBUND
FERRET
GEANTS
SOLVE
BOOST
MRICONVERT
HDF
MEURON
LINUX
CUFFLINKS
arua

UNITY
KRONA
IMPUTEZ
BEAGLE
SOAPDENOWVO
GMT

WADE
CHIMERA
MOTHUR
PYHAST

GWANMA
SAGE
WINPOP
BLASTALL
BEAST
PYMULTINEST
MPPY
LDPRED
METASOFT
Cnu

RFMIX
BEDTOOLS
PINDEL

CPP

ALLOY
SEQTK

AFMI

MAUVE
PHYLOSEQ
POLYFLOWY
HD'FS
THEAND
SAKKE
BIOCONDUCTOR
GLASSFISH
META
PHYTHON
MICROCOSM
SGA

BGZIP
MPIFS0
SPREAD
EMANZ
FLUENT
HAPGEN
SOAPDENOVO-TRANS
NESSUS
EXONERATE
IFORTRAN
ORCA

PCA
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9. Future Plans

S3 equivalent object storage
Software Delivery Pipeline using Jenkins, PR

Hardware Refresh of GPU Nodes - Support
for TPUs

Singularity Container Engine
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Questions ?
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