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1. UCT High Performance Computing

What is HPC?

How fast is it?

Is it easy to use?
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1. UCT High Performance Computing

What is HPC?
     The aggregation of computing resources.

How fast is it?
     Depends on your use and the application.

Is it easy to use?
     “Yes” but a slight mindset change. 
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2. How do I get access to UCT HPC

http://hpc.uct.ac.za

Apply for an account

Download a Word document, complete and upload via 
the web page.

2 minutes.

http://hpc.uct.ac.za/
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2. How do I get access to UCT HPC

Who can get access?

MSc and above get access to the standard partition.

Undergrad and Honours may access the older nodes.

The HPC cluster is intended for research, not course 
work.
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3. How do I log into UCT HPC?

There is a web based dashboard...

But there is no GUI
What does this mean???



7

3. How do I log into UCT HPC?

You need to have a basic understanding of 
Linux:
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3. How do I log into UCT HPC?

Don’t panic! We have training courses.
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4. What is available?

2464 CPU Cores

x2 Tesla GPU Nodes, x4 Tesla M2090 Cards

x2 Tesla K40, K80 Nodes,Tesla P100 Nodes 

x2 1TB Memory Nodes
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4. What is available per user?

Basic allocation is 120 cores.

This can be boosted if the cluster is under-
utilized.

Wall time is 3 days per job on default partition.

UCT HPC is a free, shared resource.
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5. How much storage can I access?

Home Directory: 20GB

Scratch (policy): 100GB default, up to 10TB, 
but this is a temporary resource.
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6. Can I get access to more resources?

Slurm Workload Manager

Different partitions:
Longer wall time but fewer cores.
More cores but shorter wall time.

Buy in model
Collaboration, not pay to play.

CIFS storage
Limitations and real $$$.
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7. Stats and citations

Since inception, 2009:

Assisted 500+ Researchers.

Run 3 million+ jobs

Computed 29 million CPU hours

Acknowledged in 139 publications 
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8. Software
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9. Future Plans

S3 equivalent object storage

Software Delivery Pipeline using Jenkins, PR

Hardware Refresh of GPU Nodes – Support 
for TPUs

Singularity Container Engine 
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   Questions ?
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